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I. Introduction 
 

Various parties are increasingly paying attention to global competition and free trade. 

Every company was founded to achieve various goals, one of which is to gain profits and 

maintain business continuity. Companies need to develop plans to achieve the desired 

profit and must be able to survive and compete in the midst of globalization that occurs in 

the world of services and industry. Therefore, every company must be able to compete 

with similar companies (Sentosa & Trianti: 2017). 

Development is a systematic and continuous effort made to realize something that is 

aspired. Development is a change towards improvement. Changes towards improvement 

require the mobilization of all human resources and reason to realize what is aspired. In 

addition, development is also very dependent on the availability of natural resource wealth. 

The availability of natural resources is one of the keys to economic growth in an area. 

(Shah, M. et al. 2020) 

In the operational plan, in terms of the availability of manpower, raw materials, 

machinery and other equipment, the effectiveness of the production plan is highly 

considered by company management. One of the important factors is planning the supply 

of raw materials on time to meet customer needs by supporting the smooth implementation 

of the company's production process (Wijayanti: 2018). Many physical inventories involve 

a very large investment. If the company invests too much of its funds in inventory, it will 

cause excessive storage costs (extra carrying cost), as well as if the company does not have 

sufficient inventory, it will result in additional costs that occur due to lack of materials and 

non-smooth production processes (stock out cost). . 

Forecasting methods are needed to determine the amount of demand in the future so 

that policies can be determined in inventory planning. Forecasting must also be careful in 
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choosing an effective forecasting method because forecasting that is too low will result in a 

shortage of inventory, so that consumer demand cannot be met. On the other hand, too high 

a forecast will result in a buildup of stock in the warehouse, which can also risk damaged 

or lost goods causing company losses. The accuracy of the forecasting results plays an 

important role in balancing the ideal inventory. Forecasting methods can be done 

qualitatively and quantitatively as well as to analyze consumer demand for cycles, trends 

and seasonality, 

PT. Suzuki Indomobil Motor is a private company engaged in the automotive 

industry. In fulfilling the needs of its consumers, PT. Suzuki Indomobil Motor prioritizes 

professional services in the field of product marketing. This can be seen from PT. Suzuki 

Indomobil Motor which is very consistent with after-sales service of spare parts as well as 

repair and maintenance throughout Indonesia which is solid and integrated in serving 

Suzuki customers. So that in carrying out its business, PT. Suzuki Indomobil Motor also 

pays attention to the level of effectiveness and efficiency of all activities carried out to 

support productivity and product quality. 

  

II. Review of Literature 
 

2.1 Forecasting 

Forecasting is a picture of the state of the company in the future. This picture is very 

important for company management because with this picture the company can predict 

what steps are taken to meet consumer demand. Forecasting is intended to minimize the 

effect of risk and uncertainty on the company (Rahmadayanti et al: 2019). 

 

2.2 Inventory 

Inventory is a current asset which includes goods belonging to the company with the 

intention of being sold in a normal business period or inventory of goods that are still in 

the work of the production process or inventory of raw materials waiting for their use in a 

production process (Rahmadayanti et al: 2017 ). In general, various organizations use three 

main types of forecasting in planning operations for the future, namely (Hayuningtyas 

(2017): 

1. Economic forecasting includes economic flows by forecasting inflation, money supply, 

housing development, and other planning indicators. 

2. Technological forecasts are related to the level of technological development, which can 

result in the creation of new, more attractive products, which require new industries and 

new equipment. 

3. Demand forecasts are forecasts of demand for a company's products or services. 

Forecasting plans are estimates of the company's sales for each period. 

Economic actors, basically have very important functions. Because it has two 

functions at once, namely as a supplier of all the needs of the community, both primary, 

secondary and tertiary. At the same time, they also function as absorbers of community 

labor, which can economically increase purchasing power. (Ansari, T. 2019)  

Forecasting time horizons are classified by the time horizon in the future that 

surrounds them. Viewed from the time horizon, forecasting is classified into three 

categories (Wijayanti: 2018), namely: 

1. Short term forecasting. 

This forecast has a time span of up to one year, but generally less than three months. 

Used for purchasing plans, action plans, labor levels, work assignments, and production 

levels. 

http://www.bircu-journal.com/index.php/birci
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2. Medium term forecasting. 

Intermediate range, or intermediate, forecasting generally covers a time range from 

three months to three months. Useful in sales planning, production planning and 

budgeting, cash budgeting, and analysis of variations in operational plans. 

3. Long term forecasting. 

Generally three years or more in time span, long-term forecasting is used in planning for 

new products, capital expenditures, location of facilities or expansions, research, and 

development. 

 

2.3 Previous Research 

Based on several previous studies regarding inventory prediction analysis, there 

have been quite a number of related studies from various sources. The use of ARIMA 

and Exponential Smoothing models as an analytical tool to predict inventory is 

considered to be a fairly accurate model. Previous research often uses secondary data to 

predict the inventory itself through documentation data in the previous period. The 

recapitulation of previous research used for review in conducting research is presented as 

follows: 

Research conducted by Rahmadayanti et al (2015) by comparing the 

Autoregressive Integrated Moving Average (ARIMA) and Exponential Smoothing 

models in Forecasting Cement Sales at PT. Eternal Light. From the calculation results, it 

can be concluded that the ARIMA method is more accurate because it has a smaller 

MSE value than the Exponential Smoothing method. Meanwhile, research conducted by 

Safitri et al (2017) compared the Holt-Winters and ARIMA Exponential Smoothing 

Method. The results show that the forecasting comparison is more appropriate using the 

Holt-Winters exponential smoothing method than ARIMA because it produces a smaller 

error value than the ARIMA method error value. 

 

2.4 Research Hypothesis 

The relationship between each variable can be concluded that the hypothesis in 

this study is as follows: 

1. The first hypothesis was determined, namely that: The ARIMA model is more 

accurate than the Exponential Smoothing Model. 

2. The second hypothesis is determined that: Exponential Smoothing Model is more 

accurate than ARIMA Model. 

 

 
Figure 1. Research Model 

 

This study aims to obtain an overview of the object and obtain forecasting results 

which are then converted for the benefit of company management to calculate raw 

material inventory and help management make decisions, one of which is to hold a 

safety stock of raw materials.  

The population in this study is the entire production demand of PT Suzuki 

Indomobil in the Cikarang area since the period the company was founded until now. 

While the research sample is the demand for the product to be studied is the demand for 

the car product of PT. Suzuki Indomobil Motor (January 2017 – June 2019) which can 
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be a representation to describe the demand behavior of the company. The sampling 

technique used is non-probability sampling, namely purposive sampling to facilitate 

researchers in determining the nature and characteristics that will be used in this study 

with certain considerations. 

 

III. Research Method 
 

In this study, the data were analyzed using two forecasting models, namely 

Exponential Smoothing and ARIMA models with the help of Eviews.10 and Microsoft 

Excel 2010 software. 

3.1 Arima 

The following is the forecasting process using the ARIMA method which will be 

carried out starting from: 

1. Input data to be forecasted. 

2. Create a request data pattern. 

3. Test the stationarity of the data using the stationary test on the average. 

4. Carry out the differentiation process (differentiated). 

5. Identify the appropriate Box Jenkins models, namely AR, MA, and ARMA models. 

6. Choose the best model from the Box Jenkins model. 

7. ARIMA model verification. 

8. Estimating the Box Jenkins model parameters and testing the significance of the 

parameters. 

9. Forecasting with the best models. 

10. Forecasting results obtained by measuring the level of error. 

 

3.2 Exponential Smoothing 

The following is the forecasting process using the Exponential Smoothing method 

1. Enter the data that will be carried out in the forecasting process. 

2. Plot the request data. 

3. Test the stationarity of the data using the stationary test on the average. 

4. Determination of the best parameters.  

5. Identify the model Exponential Smoothing the appropriate one based on the plot of 

the graphic data. 

6. Doing forecasting with the method Exponential Smoothing. 

7. Forecasting results obtained by measuring the level of error. 

 

3.3 Comparison of ARIMA and Exponential Smoothing 
After the MSE and MAPE values from the ARIMA and Exponential Smoothing 

models are obtained from the data test results, then a comparison will be made to the 

MSE and MAPE values as follows: 

1. If the value of MSE and MAPE Exponential Smoothing < MSE and MAPE ARIMA, 

then the Exponential Smoothing model provides better performance than ARIMA 

because the resulting error rate is smaller. 

2. If the MSE and MAPE ARIMA values are <MSE and MAPE Exponential Smoothing, 

then the ARIMA model provides better performance than Exponential Smoothing 

because the resulting error rate is smaller. 
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IV. Results and Discussion 
 

4.1 ARIMA method 

a. Data Pattern 

Through the data graph, it can be seen whether the data has a declining trend or there 

are seasonal fluctuations. Based on the picture above, it can be seen that there is an 

indication that the data is not stationary on average. It can be seen from the graph that the 

trend is decreasing. 
 

 

 
Source: Eviews Data Processing Results 

Figure 1. Demand Data Pattern of PT. Suzuki Indomobil Motor 
 

The data pattern in the figure contains seasonal or seasonal patterns, then the 

stationary data is calculated so that it can determine the method to be used in the 

forecasting process. The stationarity of the data can be tested by plotting the data and 

calculating the ACF. 

 

b. Parameter Estimation 

To determine the arima model (p,d,q), first determine the value of d with a data 

stationarity test using the ACF and PACF plots from the correlogram as follows: 

 

Source: Eviews Data Processing Results 

Figure 2. Autocorrelation plots (ACF) and partial autocorrelation plots (PACF) 

 

Based on the autocorrelation plot (ACF) and the partial autocorrelation plot 

(PACF) at level 0, the autocorrelation graph of all lags is within the Bartlett Test line and 

decreases exponentially or slowly gets smaller. By looking at the ACF and PACF 
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patterns above, it can be said that the data is stationary with respect to the average 

because there is no pattern that exceeds the line, and shows the ACF dying down and 

PACF dying down patterns which mean AR (autoregressive) and MA (moving average). 

The probability value of lag 1 to the last lag is close to zero, which means it is smaller 

than alpha 5% so the data is stationary. 

So it is ensured that using the ARIMA model (p, d, q) to make estimates and find 

the most appropriate order with d = 0. Based on the ADF output, it turns out that p-value 

= 0.0001 < alpha = 0.05, so reject H0 which means that the data does not have a unit root 

(stationary data). Because the data is stationary at differencing 0, it can continue the 

analysis, which will later be used for the estimation of exponential smoothing and 

ARIMA. 

Based on the box-Jenkins procedure to determine the most appropriate form of 

ARIMA seen from the ACF and PACF plots from stationary data. Based on the previous 

data plot, it is known that to get stationary data, all demand data is transformed by 

natural logarithm. After identifying the model, then the estimation of the model 

parameters and the coefficient significance test are carried out. Because there are several 

candidate models, it will perform parameter estimates one by one. 

 

Table 1. Parameter Estimation of ARIMA Model 

 

 

 

 

 

 

 

 

 

 

 

Source: Results of data processing using Microsoft Excel 

 

From the data above, it can be seen that the appropriate ARIMA model is the 

ARIMA model (2,0,2) because it has a significance value of 0.000 <alpha=0.05. 

 
Source: Eviews Data Processing Results 

Figure 3. Parameter Test 

 

Based on the output, the output estimate above is a candidate for the 

ARIMA(2,0,2) model. It can be seen that all parameters are significant, the value of prob 

= 0.0000 < alpha = 0.05 and the AIC or akaike info criterion value of 1.893223. 
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c. Diagnostic check 

One way to see white noise can be tested through the ACF and PACF chorelogram 

of the residuals. If ACF and PACF are not significant, this indicates residual white noise, 

meaning that the model is suitable, otherwise the model is not suitable. 

 

Source: Results of data processing using EViews. 

Figure 4. White Noise Test 

 

From the output above, it can be seen that from lag 1 to 17 there is no significant 

lag. This means that there is no correlation between the residuals, the residuals are 

homogeneous and there is no pattern in the residuals. This indicates that the residual is 

already white noise, so it can be said that the model is suitable. 

 

c. Residual Assumption Test   

 

Source: Results of data processing using Eviews 

Figure 5. Residual Assumption Test 

 

Based on the graph above, it shows that the residuals are normal, which is 

indicated by a symmetrical uniform shape and bell-shaped and reinforced by the results 

of the Jarque-Bera test where p-value = 0.33 > alpha-0.05 then accept H0 which means 

the residuals are normally distributed. 

 

d. ARIMA Forecast Results (2,0,2) 
Comparison of Actual Data and ARIMA Forecast shows that the results of the 

comparison have far deviations. This means that the ARIMA forecast results are not 

close to the actual value. 
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Table 2. ARIMA Forecast Results (2,0,2) 

Source: Results of data processing using Microsoft Excel 

In table 2. it can be seen the results of the ARIMA method forecast (2,0,2). Then 

do the calculations to get the MSE and MAPE values. And the MSE value obtained is 

592,428, the MAPE value is 24.96%. 

 

e. Exponential Smoothing Method 
Identifying the exponential smoothing model in an automotive company, namely 

PT Suzuki Indomobil Motor, the method used is Holt-Winters-Additive because the data 

is in the form of seasonal patterns. In the eviews window the best alpha, beta, and 

gamma values are the alpha, beta, and gamma columns filled with "E". The following 

output appears: 

 
Source: Results of data processing using Eviews 

Figure 6. Forecasting Results Using Holt-Winter-Additive 

 

By using the best value of 0.4700, the forecast value will approach the actual 

value, the best value of 0.0000 and the best gamma value of 0.1000. The Holt-Winter-

Additive method obtained an SSE value of 2.162520 and an RMSE of 0.346612 using 

the initial value for a trend of 0.000000. 

 

Holt-Winters-Aditive Exponential Smoothing Forecast Results 

The results of the forecasting can be seen in the table below: 
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Table 3. Forecast Exponential Smoothing Holt-Winters-Aditive 

Source: Results of data processing using Microsoft Excel 

 

Table 3 shows the results of the Holt-Winters-Additive Exponential Smoothing 

forecast. Then do the calculations to get the MSE and MAPE values. And the MSE value 

obtained is 490.567 and the MAPE value is 23.06 %. 

 

V. Conclusion 
 

Based on the exposure of the research results, it can be concluded as follows: 

1. The comparison or comparison between the ARIMA method and exponential 

smoothing, which is obtained from the request data of PT Suzuki Indomobil Motor, is 

more appropriate to use the Holt-Winters-Additive Exponential Smoothing method 

because the resulting error rate is smaller. 

2. The results of the forecasting between the ARIMA method and Exponential Smoothing 

show that the forecasting that has the smallest error value is by using the Exponential 

Smoothing method which has a MAPE value of 23.06 %, which means the forecast is 

very good. 
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