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I. Introduction 
 

The Faculty of Information Technology is one of the faculties at Serang Raya 

University which has three study programs, namely Information Systems (IS), Computer 

Engineering and Informatics. In the informatics study program there are two 

concentrations, namely programming and multimedia concentrations. Determination of 

concentration cannot be separated from student supervision, on the other hand, academics 

must have their own policies in determining student concentration. In addition, 

determining the concentration will help students focus more on what they are interested in 

and see from the academic value of a student himself. According to the Head of 

Informatics Engineering Study Program, Mr. Akip Suhendar., M.Kom "while the selection 

of concentration was chosen directly by the student". The problem in this research is that 

there are no conditional courses for each programming and multimedia concentration, 
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which makes it difficult for students to choose a concentration that matches the value of 

the course. In addition, there is no system for the process of determining the concentration. 

Several researches in the field of computing have been carried out to contribute to 

the world of education. The researchers used the concept of data mining to classify student 

data (Dimitoglou et al., 2016., Ayu & Saryanti, 2019., Supriyanti et al, 2016). Several 

approaches to determine the concentration of student study programs are the nave Bayes 

algorithm (Pramata & Yulmaini., 2018), the use of unsupervised discretization techniques 

(Saleh et al., 2018). 

Naive Bayes is a simple probabilistic classifier that calculates a set of probabilities 

by adding up the frequencies and combinations of values from a given dataset. The 

algorithm uses Bayes theorem and assumes all attributes are independent or not 

interdependent given by the value of the class variable. Based on these problems, this 

research uses the Naïve Bayes classification method in determining the concentration of 

students in the informatics engineering study program. With the technique of classifying or 

grouping student score data according to the similarity of the weights of certain courses 

related to the concentration of the existing majors. 

The results of this study are expected to help students not to choose the wrong 

concentration and to be able to implement the Naïve Bayes method in determining 

concentration.  

 

II. Review of Literature 
 

The type of research used in writing this thesis is to use the type of applied research 

that is intended to find solutions to problems as a continuation of pure research. In 

addition, applied research is more about computational methods in comparison "tools". 

The following are the stages of research by explaining how to apply computational 

methods to research. Can be seen in Figure 1. 

 

 
Figure 1. Research Stage  
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The method used in this research is Nave Bayes which has 10 variables, namely 

Algorithm, Calculus I, Internet Html, Commerce Package Program, Graphic Design, 

Hardware & Software, Calculus II, Data Communication, Introduction to Object Oriented 

I, Introduction to Information Technology. Based on the 10 data used from research data, it 

is divided into 8 data for training data and 2 data for testing data. 

 

 
Figure 2. Results of data accuracy testing on 2 student data 

 

It can be seen from Figure 2 explaining the results of the accuracy test between the 

observed student data and the predicted student data. It can be seen in the first column 

table, the first true positive (TP) correct data detected correctly for the results of the 

observed multimedia concentration data accuracy test with the predicted multimedia 

concentration data as many as 0 student data. Furthermore, in the first column table, the 

first row of false positive (FP) data is incorrect but detected as correct data explaining the 

results of the observed multimedia concentration data accuracy test with programming 

concentration data that is predicted to be 0 student data in the second column table, the 

second row is false negative (FN) the data is correct but incorrectly detected explains the 

results of the observed multimedia concentration data accuracy test with programming 

concentration data that is predicted to be 1 student data. And for the second column table, 

true negative (TN) incorrect data detected correctly for the results of the observed 

multimedia concentration data accuracy test with the predicted multimedia concentration 

data as much as 1 student data. 

So the results for class precision or the level of accuracy between the information 

requested by the user and the answer given by the system (TP/(TP+FP))*100% on 

programming prediction data is 0.00% and multimedia prediction data is 50.00% . As for 

class recall or the success rate of the system in retrieving an information 

(TP/(TP+FN))*100%, the observed data for programming is 0.00% and the observed data 

for multimedia is 100%. 

The prediction results will be calculated using the success rate and kappa. The 

following is the calculation of accuracy for student classification results in programming 

concentration and multimedia concentration: 

 



 

17140 
 

 

1) Succes Rate 

True Positive rate   = TP/(TP+FN) 

      = 0 / (0 + 1) 

= 0/1 

     = 0 

     False Positive Rate       = FP/ (FP+TN) 

= 0 / (0 + 1) 

   = 0/1 

= 0 

Success rate  = (TP+TN)/(TP+TN+FP+FN) 

          = (0 + 1)/ (0+1+0+1) 

          = 1/2 

          = 0,5 

      Error rate    =1 – Success Rate. 

         = 1- 0,5 

        = 0,5 

2) Kappa Statistic 

If the data matrix is known as follows: 

 

Table 1.  Data matrix 

 X Y 

X A B 

Y C D 

 

 

Table 2. Data matrix 

 X Y 

X 0 0 

Y 1 1 

 

Then the value of the accuracy of the observed data can be calculated as follows: 

 

 

 

 
Meanwhile, to find the expected accuracy value (Px) it can be calculated by the 

following equation: 
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Meanwhile, to find the expected accuracy value P (y) can be calculated by the 

following equation: 

 

 

 

 

 
Thus, obtained: 

 

 

 
 

Here is the equation to calculate the Kappa . value. 

 

 

 

 
 

Based on the results of the classification calculation using an accuracy test in the 

form of a success rate of 0.50 and kappa statistics, namely that the Nave Bayes method for 

selecting student concentrations is accurate. The following is table 4.5 the results of the 

calculation of the accuracy test using the success rate and kappa statistics methods. 

 

Table 3. Accuracy test results of SR and Kappa methods 

Success rate Kappa statistic 

0,50 0 

 

 

III. Result and Discussion 

 

At this stage, we will present the results of student data that have been calculated 

using the Naïve Bayes method. In this study, there were 248 data on students from the 

informatics study program where 100 student data consisted of students who had taken 

concentration and 148 data of students who had not taken concentration which can be seen 

in Appendix 1. 

In the calculation of 100 student data who have taken concentration, it is known that 

the number of data with programming concentration is 87 students while for multimedia 

concentration there are 13 students. Furthermore, the 100 data is divided into 80 training 

data and 20 testing data using random sampling technique. The following is a sample of 

training data which can be seen in table 4. 
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Table 4. Sample of student training data 

NIM 
Algori

thm 

Calc

ulus 

I 

HT

ML 

PP

N 

Grap

hic 

desi

gn 

Hard

ware 

Softw

are 

Calc

ulus 

II 

Data 

commu

nication 

PB

O I 

PT

I 

con- 

cent

er 

1121

6104 

B+ B- C A B A- C+ A A- A PRO

GR

AM

MIN

G 

1121

6065 

A- B- B- C+ A A- B B+ A- A MU

LTI

ME

DIA 

 

The following is a sample of testing data which can be seen in table 5 

 

Table 5. Sample of student testing data 

NIM 
Algori

thm 

Calc

ulus 

I 

HT

ML 

PP

N 

Grap

hic 

desi

gn 

Hard

ware 

Softw

are 

Algo

rith

m II 

Data 

commu

nication 

PB

O I 

PT

I 

con- 

cent

e 

1121

7025 

A- A A- B+ C E B+ A E A PRO

GR

AM

MIN

G 

 

From the data that has been collected, the next step is to calculate using Naive Bayes. 

The first calculation is to calculate the probability for each programming and multimedia 

concentration. Based on the results of the trainer, the probability for each concentration is 

as follows which can be seen in table 6. 

 

Table 6. Probability output results for concentration 

PROBABILITY 
PROGRAMMING MULTIMEDIA 

0.86 0.14 

 

In table 6 it can be seen that the probability results for programming concentration 

are 0.86 and the multimedia probability is 0.14 from 80 student training data, by 

calculating the concentration probability value. 

 where n is the number of sample data for 

programming or multimedia concentration to which the probability value will be 

calculated, while N is the total sample data. 

Then the next step is to calculate the probability concentration of the conditions on 

the hypothesis. Table 5.2 shows a sample of student data with 11217025 entering 

concentration. Programming to generate probability values for each variable by testing data 
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based on data that has been trained. After performing calculations using nave Bayes by 

finding the same variable value for programming or multimedia concentration, the results 

of the probability for each variable in the concentration of programming and multimedia 

for students with the number 11217025 can be seen in table 7/ 

 

Table 7. Probability results of each data testing variable 

con- 

center 

Algori

thm 

Calc

ulus 

I 

HT

M

L 

PP

N 

Grap

hic 

desi

gn 

Hard

ware 

Softw

are 

Alg

orit

hm  

II 

Data 

com

muni

catio

n 

P

B

O 

I 

PT

I 

P(programmi

ng) 
0,07 0,07 

0,0

1 

0,0

4 
0,04 0,01 0,13 0,61 

0,

09 

0,2

8 

P(multimedia

) 
0,09 0,09 0 

0,0

9 
0 0 0,09 0,45 

0,

18 

0,2

7 

 

Table 7 is the result of calculating the probability value for each variable in the 

testing data (see Table 7) against the target class for programming and multimedia 

concentration. The first line of the target class of programming concentration for the 

calculation results on the algorithm variable is 0.07 where the algorithm variable with an 

A- value to the programming concentration is 5 students with a total programming 

concentration of 69 student data, so the probability for the algorithm variable with an A- 

value is 0.07 . Likewise with other variables such as the calculus I variable with an A value 

of 5 students with a probability of 0.07, the internet html variable with an A- value of 1 

student with a 0.01 probability, the commercial package program variable (VAT) with a 

B+ value of 3 students. with a probability of 0.04, graphic design variable with a value of 

C as many as 3 students with a probability of 0.04, hardware & software variable with a 

value of E as many as 1 student with a probability of 0.01, calculus II variable with a value 

of B+ as many as 9 students with a probability of 0.13, data communication variable with 

A value of 42 students with a probability of 0.61, PBO I variable with an E value of 6 

students with a probability of 0.09, PTI variable with an A value of 19 students with a 

probability of 0.28. Next is the second line, the target class for the multimedia concentration for the 

calculation results on the algorithm variable is 0.09 where the algorithm variable with an A- value 

to the programming concentration is 1 student with a total programming concentration of 11 

student data, so the probability for the algorithm variable with an A- value is 0 ,09. 

Likewise with other variables such as the calculus I variable with an A value of 1 student 

with a probability of 0.09, the internet html variable with an A- value of 0 students with a 

probability of 0, the commercial package program variable (VAT) with a B+ value of 1 

student with a probability 0.09, graphic design variable with a C value of 0 students with 

probability 0, hardware&software variable with an E value of 0 students with a probability 

of 0, a calculus II variable with a B+ value of 1 student with a probability of 0.09, a data 

communication variable with an A value as many as 5 students with a probability of 0.45, 

the PBO I variable with an E value of 2 students with a probability of 0.18, the PTI 

variable with an A value of 3 students with a probability of 0.27. 

After calculating the probability value of each Data Testing variable. The next step is 

to calculate the probability value of Data Testing for each target class by calculating the 

probability of programming and multimedia target classes against the probability of 

variables in the target class both in programming and in multimedia. The following are the 

results of the probability calculation for each target class as seen in table 8. 
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Table 8. Results of probability values in the target class 

NIM CLASS 

PREDICTION 

PROGRAMMING MULTIMEDIA 

11218004 PROGRAMMING 0.00000016193 - 

 

It can be seen in table 8 the results of the calculation that the probability value in the 

target class for programming concentration is greater than the probability for the target 

class for multimedia concentration. Because at the time of calculating the probability for 

each variable in the target class by multiplying all the variables in the target class, the 

concentration of programming or multimedia with the target class of concentration itself. 

Based on the results of calculations using Naive Bayess, it can be seen that Data 

TestingP = (Algorithm = A-, Calculus I = A, Internet Html = A-, Commerce Package 

Program = B+, Graphic Design = C, Hardware&Software = E, Calculus II = B+, Data 

Communication = A, Object-Oriented Introduction I = E, Introduction to Information 

Technology = A) entered into the target class concentration = programming. This can be 

seen from the probability value for the concentration target class = programming, which is 

higher than the probability value for the concentration target class = multimedia. 

Thus, based on the comparison of programming concentration with multimedia 

concentration, 

1) If programming concentration > multimedia concentration, then students enter 

programming concentration 

2) If the multimedia concentration > programming concentration, the student enters the 

multimedia concentration 

 

3.1 Discussion 

Based on Table 8, it can be seen the accuracy results of the class prediction between 

the data students who fall into the classification of programming and multimedia 

concentrations in the Study Program Informatics such as Figure 1. 

 

 
Figure 3. Results of data accuracy testing on 20 student data 
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1. Succes Rate 

True Positive rate  = TP/(TP+FN) 

       = 16 / (16+1) 

= 16/17 

      = 94,12 

False Positive Rate      = FP/ (FP+TN 

= 3 / (3+0) 

    = 3/3 

= 1 

Success rate  =  (TP+TN)/(TP+TN+FP+FN) 

           = (16+0)/ (16+0+3+1) 

           = 16/20 

           = 0,80 

Error rate   =1 – Success Rate. 

         = 1- 0,80 

         = 0,2 

1) Kappa Statistic 

If the data matrix is known as follows: 

Table 9. Data matrix 

 X Y 

X A B 

Y C D 

 

 

Table 10. Data matrix 

 X Y 

X 16 3 

Y 1 0 

 

Then the value of the accuracy of the observed data can be calculated as follows: 

 

 

 

 

Meanwhile, to find the expected accuracy value (Px) it can be calculated by the 

following equation: 
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Meanwhile, to find the expected accuracy value P (y) can be calculated by the 

following equation: 

 

 

 

 

 

Thus, obtained: 

 

 

 

Here is the equation to calculate the Kappa . value. 

 

 

 

 

Based on the results of the classification calculation using an accuracy test in the 

form of a success rate of 0.80 and kappa statistics, namely that the Nave Bayes method for 

selecting student concentrations is accurate. 

 

IV. Conclusion 

 
Data Mining helps in the application of the Naive Bayes method in obtaining 

information by classifying student data into programming and multimedia concentrations. 

The Naive Bayes method utilizes training data to generate the probability of each criterion 

for a different class, so that the probability values of these criteria can be optimized for the 

classification carried out by the Naive Bayes method itself. Based on student academic 

data which was used as testing data, the Naive Bayes method was successful in classifying 

20 student data from 100 student data. Thus, the Naive Bayes method is successful in 

classifying concentrations with an accuracy success rate of 0.80 (80%) and an accuracy of 

0.565 Kappa statistics so that the concentration selection using the Nave Bayes classifier 

method is accurate. 
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